
This is the process by which a given subset (or complete set) of weights are taken 

transfer learning has often been demonstrated to result in far more effective 
models than  ones that were initialized with completely random weights. In some 
cases, the weights will be set across the whole model, or a section of a model. 
These weights can also be locked during training in order to create a fixed feature 
extractor. When considering the problem of arrhythmia and MI classification, there 
is evidence to suggest that transfer learning, whereby a pretrained model for 
classifying arrhythmia is applied to MI classification, can yield improved accuracy 
[1].

Finally, we will be utilizing the method of representation learning. This is the 
process of using a self-supervised model against a dataset that has been labelled 
automatically. The process by which automatic labelling has been achieved in the 
past is via the applications of transformations. By applying transformations such as: 
rotations, stretches, translations and others. The subsequently generated data can 
then be labelled automatically by its transformation. By training a model on this 
transformed dataset, high level features can be learnt resulting in notable 
improvements to accuracy [5]. In addition to this, a multi-task version of 
representation learning can be used which divides the self-supervised task into 
several binary sub-problems which can then be optimized in parallel with each 
other. Multi-task learning has shown to be successful for ECG classification [5], as 
the different transformation classification tasks can help to learn the different 
aspects of ECG scans. 

In this investigation we will be classifying data from a collection of heartbeat 
signals from the ECG Heartbeat Categorization Dataset [1]. The ECG 
Heartbeat Categorization Dataset is a collection of two famous datasets, the 
MIT-BIH Arrhythmia Database [2] and the PTB Diagnostic ECG Database [3]. 
The aim of this project is to train a self-supervised model on the 
classification of the MIT-BIH data, and then use transfer learning to classify 
the PTB data into normal or abnormal classes. The datasets we are using 
contain data from Electrocardiography (ECG) tests. ECG signals are electrical 
signals detected on the skin as the heart contracts.

The MIT-BIH Arrhythmia Database consists of arrhythmia data collected at 
Boston’s Beth Israel Hospital Arrhythmia Laboratory and MIT between 1975 
and 1979. The database contains 48 half-hour excerpts of two-channel 
ambulatory ECG readings, 24 randomly selected and 25 selected ECG 
readings from a set of 4000 24-hour ambulatory ECG. The 25 were selected 
to give rarer, but clinically significant, arrhythmias better representation, as 
they would not be well-represented in the small 24 randomly selected 
samples. This dataset consists of 109,446 labelled samples, each cropped 
and padded, and has five labels: 0 - Normal beat (N), 1 - Supraventricular 
ectopic beat (S), 2 - Ventricular ectopic beat (V), 3 - Fusion beat (F), 4 -
Unknown beat (Q) [4].

The PTB Diagnostic ECG Database is a collection of 549 records from 290 
subjects taken at Physikalisch-Technische Bundesanstalt (PTB) in Germany. 
From the 290 subjects: 148 were diagnosed with myocardial infarction (MI), 
52 were healthy and the remaining 90 had been diagnosed with seven 
different diseases. The ECG Heartbeat Categorization Dataset only uses the 
healthy and MI subject’s data, meaning there are only two categories for this 
dataset: normal (healthy) and abnormal (MI).

Implementation

With the representational dataset created, we then build the self-supervised 
model architecture for each model type, an example of this with the CNN can 
be seen in Figure 2. This architecture is repeated for each of the individual 
model types as seen Table 1. The individual models are built as follows.

The MLP consists of 7 fully connected layers. A dropout layer is included in the 
network to introduce regularization The network primarily uses the ReLU
activation function with a Sigmoid activation for the output layer. The CNN is 
constructed via pairs of one-dimensional convolution and pooling pairs with a 
Leaky ReLU activation for the intermediate detector layer [12]. These pairs are 
repeated 3 times. The type of pooling used is max pooling. Upon completion of 
these layers, the output is flattened and is fed through 3 fully connected layers. 
These layers also utilize the Leaky ReLU activation function, except for the 
output layer which uses the Sigmoid activation. Finally, the LSTM is configured 
according to the Keras implementation of the LSTM. The LSTM itself takes in 64 
units as a parameter and the output from this is fed through 2 fully connected 
layers. The hidden layer uses a ReLU activation function, whilst the final layer 
uses the sigmoid activation function.

A multi-task framework is also added to the representational models. In this 
design, there are 8 tasks. Each task is used to represent a binary classification 
problem for its respective transformation. Meaning that each task will attempt 
to classify if the incoming signal is or is not the respective transformation 
(including one for no transformation). This is represented in the network by 8 
different fully connected layers, which all receive the output from the previous. 
These models are then trained on the representational dataset for 5 epochs. 
The model weights are then transferred to supervised architecture variants 
(see figure 3) and are trained on the PTB dataset for 20 epochs. Each model is 
trained with Binary Cross-Entropy Loss for PTB and Categorial Cross-Entropy for 
MIT-BIH. All of them are trained using Adam, and a mini-batch size of 64.

Finally, to improve the accuracies of the individual models, an ensemble is 
constructed out of the 3 trained models. This ensemble uses an averaging 
operation to fuse the outputs from each individual classifier to form an overall 
output. This final model is again trained for 20 epochs. This overall forms 3 
different layers of models requiring 3 different weight transferences. This full 
process is depicted in Figure 3.

Evaluation
Upon experimentation with the additional transferred representation learning, 
we are met with positive results. For MIT, shown in Table 2, the CNN and the 
LSTM perform very well. With the LSTM making the largest gain in terms of 
accuracy with a percentage accuracy gain of 4.91%. Whilst this is small as an 
absolute value, it should be noted that all these models are operating at high 
degrees of accuracy, meaning that small gains can be quite significant. 
However, in the case of the MLP, the pre-training has had a detrimental effect 
causing to lose an accuracy of  3.2% when compared to its performance in 
Table 1. This implies that the MLP may not have responded well to the 
representational learning, causing it diverge away from learning meaningful 
features. The final ensemble scores the highest accuracy of 93.01%, verifying 
the small, but effective use of combining classifiers.

For PTB, both the CNN and the LSTM make positive gains, with the CNN 
reaching an accuracy of 98.01%. The MLP also fails to improve, but not by the 
same margin as for MIT.  The final ensemble for PTB scores an impressive 
highest test accuracy of 98.49%.

Conclusion
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There are mainly four steps for classifying arrhythmia using ECG: ECG signal 
pre-processing, heartbeat segmentation, feature extraction and classification 
[6]. The first two steps have already been done for the datasets we are using. 
Instead of doing any specific feature extraction we decided to experiment with 
using the entire signal so that the model could be used more generally. For the 
classification step we decided to research and experiment with different 
methods, we will now review these.

The first method is the Multi-Layer Perceptron (MLP), which is considered to 
be the most basic implementation of the artificial neural network. Constructed 
as a series of fully connected layers with non-linear activations and intermixed 
with dropout layers for data regularization. [8] The MLP has been 
demonstrated to be a simple but effective approach for arrhythmia 
classification [9].

The Convolutional Neural Network (CNN) is a highly popular model often 
employed in tasks such as Object Classification. However, studies have pointed 
towards an effective use of CNNs in the areas of arrhythmia and MI 
classification [1][7]. The CNN itself is a type of deep neural network 
architecture that makes use of a series of convolution, pooling, and activation 
layers. The purpose of the convolutional layer is to extract a feature from an 
area within some target data. The pooling layer on the other hand is designed 
to perform sub-sampling where the dimensions of the input data is reduced by 
a given factor. By stacking convolutional, activation function and pooling 
layers, a classical CNN architecture can be created.

Recurrent Neural Networks (RNNs) differ from their more typical feed-forward 
counterparts in that RNNs contain connections that form cycles. This property 
allows these networks to form internal memory and retain contained 
information over extended periods of time. With this RNNs can be used to 
model temporal behaviour making them effective when used against 
sequences of data across a temporal dimension [10]. However, they can suffer 
from a vanishing gradient. A more sophisticated version that addresses this is 
the Long Short-Term Memory architecture [11]. Another notable approach 
involves the model ensemble. Which takes multiple different models and 
combines the output of each in order to form an overall output. This method 
has been used to enhance the accuracy of classification tasks. This 
investigation will also consider the applications of transfer learning. 

Introduction

In summary, this investigation has highlighted the potential effective use of 
both representational learning and transfer learning to build superior models 
for ECG arrhythmia classification. Whilst this does not work in all cases, it does 
point towards an overall positive trend of improvement.  In future, this 
investigation could be expanded to include a larger amount of both 
transformations for representational learning, and individual classifiers to push 
the limits of this concept’s ability to improve classification performance. 
Therefore, this investigation can be considered a success.
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Problem Analysis
We performed some initial experimentation using 3 different classifiers: the MLP, 
CNN and LSTM. These models were trained on the raw datasets in a supervised 
manner. This was done in order to gain an understanding of the general 
effectiveness of these models against both datasets. Both datasets were split up 
with a train to test ratio of 9:1. Upon preliminary experimentation, it was noted 
that these methods performed slightly better on the PTB Diagnostic ECG Database 
then on the  MIT-BIH Arrhythmia Database. There is however an exception for the 
LSTM which is shown in Table 1, the LSTM performed very well against the MIT 
dataset with a test accuracy of approximately 87.25%, but only achieving 83.85% 
for PTB. For PTB, the MLP also achieved an accuracy of 91.68%, whilst the CNN 
managed to achieve the best result with 97.46% accuracy.

However, to try and improve these results without altering the structure of the 
models, we would have to either acquire more data or perform transfer learning. In 
this investigation we chose the latter option. Specifically, we intend to train a model 
using the MIT dataset and then transfer the weights to a secondary model to 
classify the PTB & MIT-BIH datasets. However, this may not be enough to extract 
meaningful and truly generalized features that could be transferred to the new 
models. So, we decided to use a representational learning approach, so that we can 
improve the classifiers' ability to learn high-level features. Whereby a self-
supervised model would be used to train on an artificially modified version of the 
MIT-BIH dataset. These weights would then be transferred to the secondary model 
to be used to enhance the model’s effectiveness against both datasets. Whilst some 
models perform better than others, some may extract different kinds of features 
from the data. To address this, we decided to combine the resulting final classifiers 
into an ensemble to further enhance their collective performance.

Model Type Test Accuracy (MIT) Test Accuracy (PTB)

MLP 90.38% 91.68%

CNN 92.28% 97.46%

LSTM 87.25% 83.85%

Table 1: Results from preliminary experiments on the MIT and PTB datasets Table 2: Results from preliminary experiments and the Transferred ensemble for the PTB & MIT-
BIH datasets.

As an implementation, we begin by addressing the representational model. 
The first part of this is to construct an artificial self-labelling dataset based on 
the MIT-BIH Arrhythmia dataset. We applied 7 different transformations to 
each instance within the preexisting dataset (with the existing labels removed). 
These transformations are then applied after the padding has been removed, 
and the padding is then reapplied after the transformation. These 
transformations will be listed as follows. Negation, this maps out each signal by 
flipping it about the x axis e.g., y’ = -f(x).  Inversion, this reverses the direction 
of the signal in the x-axis. Noise, this transformations adds a certain amount of 
Gaussian noise to the signal. Shuffling, this splits the signal into n different 
segments and randomly shuffles them to form a mixed-up signal. Stretching, 
this stretches the signal by a factor of 2 in the x-axis. Squeezing, this stretches 
the signal by a factor of ½ in the x-axis. Scaling, this reduces the amplitude of 
the signal globally by a factor of 10. By applying these transformations, 8 
different versions of the dataset will be created. And each of these are 
automatically labelled from 0-7. Examples of the transformations can be seen 
in Figure 1. The created dataset was split into a train to test ratio of 4:1. 
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Figure 2: Architecture of the self-supervised CNN

Figure 1: Examples of each Transformation

Model Type Test Accuracy (MIT) Test Accuracy (PTB)

MLP with Rep 87.18% 89.14%

CNN with Rep 92.69% 98.01%

LSTM with Rep 92.16% 97.04%

Ensemble with Rep 93.01% 98.49%

Figure 3: Depiction of all the weight transferences and training regimes needed to create the final model.

from a pre-trained model and used to form the base model for a similar task. Using
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Appendix A – Raw Results

Training results of the Ensemble model with transferred representation learning



Initial Experiments of CNN, LSTM and MLP models

Training results of CNN, LSTM and MLP models with transferred representation learning



Appendix B – Screenshots
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